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To earn your credits, you must show vour work,

You don't have to use the calculator. However, you may use the information at

the end of page 2 and the attached statistical table.

1. Let %, X0, X5 'be'independent with X having density f{x;) = exp (-x;), x>0. Let

U =X+ X+ X, Up=Xo/Uy, and Us=X3/U. (a)Find the joint density of Uy, Uy, and U; .

(b) Find the marginal density of Uy, (¢) Find the conditional density of U; given U,

and Ug.

2. A prisoner is in a cell with four doors. He chooses 2 door at random (each with

probability 1/4). The first door leads to a tunnel which leads to freedom m one day.

The second door leads to a long tunnel which leads to freedom in three days. The

third tunmel is a trap which leads back to the cell in two days, and the forth tunnel is

also a trap which leads back to the prison cell, but in five days. Each time the prisoner’

gets back to the cell, he chooses a door at random from the four doors (again, each

with probability 1/4). (That is, he does not remember the door he chose the previous

time.) Find the expected time till the prisoner escapes.
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3. Suppose we observe X, i=1, ..,

n, independent, with X; ~ E(i8), 6 > 0, that is,

f(x;; 0) = (i) exp (2, 0. (1) Find the MLE To(X1, X5, ..., X,) of 0. (b) Find the

asymptotical distribution of T, as n goes to infinity.

4. State and prove the Neyman-Pearson Theorem.

5. Let Xy, X5, ..., X, be independent, and let X be normal distribution with mean i8

and variance 1. Find the uniformly most powerful (UMP) size-0.025 test that § =3

against 8 <3 when n=3.

6. Let X and X, be two independent and identical Bernoulli distributions with mean

0. That is, X; ~B(1, 0) fori=1 and 2. Consider testing 6=0.5 against 6>0.5, Let

O (X, X,) be the nonrandomized test which rejects the mull hypothesis if X;=1. (a)

Show that T=X+X is a sufficient statistic. (b) Find @ (T)=E{(d(X,, X T). (¢)

Which test (B(X,X,) or ®(T)) has more power? Why?

Note:
x |6 7 8 10 11 12 13 14 15
x| 245 (265 (283 |3.16 332 [346 [361 |374 |387
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