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(a) power function (b) p-value (c) unbiased test (d) sufficient statistic

2. Let Xi be independent and Xi ∼ Poisson(iθ), θ > 0, i = 1, 2, . . . , n. Find the best unbiased

estimator of θ.

3. Let X1, X2, . . . , Xn be independently uniformly distributed on (0, θ). Does there exist the best

unbiased estimator of θ? If yes, find it.

4. State and prove the Neyman-Pearson Theorem on testing simple hypothesis verse another simple

hypothesis.

5. Let X be a discrete random variable with density f(x; θ) giving in the following table:

x 0 1 2 3

f(x; 0) .05 .05 .10 .80

f(x; 1) .05 .20 .45 .30

For testing H0 : θ = 0 against H1 : θ = 1, please list two different nonrandomized and two

different randomized tests (any tests) of size .05. Compare these four tests (that is, is the first

test more powerful than the second test, etc.?)

6. Consider a random sample of size n without replacement from a population of size N of which

Np1 are type A, Np2 are type B, and N(1− p1− p2) are type C. Let X1 be the number of type

A’s in the sample, and let X2 be the number of type B’s.

(a) What is the joint density function of X1 and X2?

(b) Let U = X1 + X2. What are the mean and variance of U?

(c) What is the conditional density function of X2 | U?


