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1. Let X and Y be independent, and let fi(x) = e ®, 2 > 0, and fa(y) =e Y, y > 0.

(a) Find the joint density of X and Y.

(b) Find P(X +Y <1).

(¢) Find P(X +Y < z) for all z > 0.

(d) Let Z = X +Y. Find the density function of Z.
2. Define two statements A and B as follows:

A: X and Y are independent;
B: E(X|Y =y) = E(X).

(a) State the relationship between statements A and B. (i.e., A = B, A & B, A 2= B,
or A 32 B?)

(b) Prove and/or disprove the relationship given in (a).
3. Let (X1, X2, X3, X4) ~ Ma(n, (p1,p2, p3,pa)). Let U = Xo + Xs.

(a) What is the distribution of (X;,U)?
(b) Show that the conditional distribution of X; given X3 = 2 and X3 = 3 is the same as the
conditional distribution of X; given U = 5.
4. Let X; ~ N(i6,1) and X3, Xs,...,X,, are independent.
(a) Find the MLE for 6 and then show that this MLE is a consistent estimator of 6 as n
approaches infinity.

(b) Both the MLE and the unbiased estimator of #% are consistent estimators of §2.

5. Let X7, Xa,..., Xo5 be a random sample from a normal distribution with mean p and variance
o2 unknown. Find the most powerful size-0.05 test for testing the null hypothesis Hy : p =

o, 02 = o3 against the alternative Hy : u = py,02 = 03.

6. Let X7, X2, and X3 be independent, with X; ~ B(1,0). Consider testing that § = 0.3 against
6 > 0.3. Let ®(X1, X2, X3) be the nonrandomized test which rejects the null hypothesis if
X3 =1.

(a) Show that T'= X; + X + X3 is a sufficient statistic.

(b) Let ®*(T) = E[®(X1, X2, X3) | T]. Find &*(T).




