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1. Let X and Y be independent, and let fi(x) = e *, & > 0, and fa(y) = e ¥, y > 0. Let
U=X+Y,V=X/(X+Y). Find

(a) the joint density of U and V,
(b) the conditional density of U given V = v, and

(¢) the marginal density of U.
2. Let Xi,..., X, be independent, and let X; ~ N(u,0?), n > 1.

(a) What are the distributions of the sample mean X and the sample variance S??

(b) Are X and S? independent?

3. Let X;, Xs,... be a sequence of independent random variables with X; uniformly distributed

on the interval (0,1). Find the limiting distribution of W,, = n(1 — max;<,, X;).

4. Let X; be independent Poisson distribution with mean 6, where ¢ = 1,2,...,n. Now, let

P=3%" (Xi/a,) and T = P* — P/a,,, where a, = ., i. Prove or disprove that

(a) P is a consistent estimator of 6.

(b) T is a consistent estimator of 62.
5. State and prove the Neyman-Pearson theorem.

6. We say that a statistic T has a complete family of distributions if Fgh(T) = 0 for all § implies
that h(T) = 0. Use this definition to show that X has a complete family of distributions and is

a complete sufficient statistic, where X1, ..., X,, are independent and X; ~ N(6,1).




