
����������	
���
��������������
�������

1. Let (X, Y ) be jointly uniformly distributed on the triangle 0 < x < y < 1. Let U = X/Y .

(a) Find the marginal densities of X and Y .

(b) Find the density of U .

2. Let (X, Y, Z) have joint moment-generating function M(r, s, t) = (1 − r)−2(1 + r − 2s)−3(1 +

2r − s + 3t)−1.

(a) Find Cov(X,Y ).

(b) Find the joint moment-generating function of U = 2X − Y and V = Z − Y . Are U and V

independent?

3. (a) Let X, Y be random variables. Show that V ar(X) = E(V ar(X|Y )) + V ar(E(X|Y )).

(b) Let (X, Y ) have joint density f(x, y) = cxy2, 0 < x < y < 1. Find c and V ar(X|Y = 2/3).

4. Let X1, X2, . . . , Xn be independent with Xi ∼ E(iθ), and let R =
∑n

i=1 Xi/ni.

(a) Find an unbiased estimator of θ−1.

(b) Is this estimator efficient?

5. (a) State the Neyman-Pearson theorem and prove it for the continuous case.

(b) Let X1, . . . , Xn be independent with Xi ∼ B(1, θ). Find a UMP size-0.1 test that θ = 0.4

against θ < 0.4 when n = 12.

6. (a) Let (X, Y ) ∼ T (n, (θ2, 2θ(1− θ))). Find the lower bound for an unbiased estimator of θ2.

(b) Let X be a positive continuous random variable. Show that E(X) =
∫∞
0

P (X > y) dy.




