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Please show all your work.
1. (30% Each 10%) Let X3, X5, -+, X,, be i.i.d. random variable based on the probability density

function written as
f(z]0) = T Op(x).

Let the true § = 6, € Oy where O is the parameter natural space. Assume () is infinite

differentiable and ¢/"(#) > 0 for all 6 € O,.

(a) Show the Fisher information function
a 2
16) = Ey [( e FX1)) ] v(6)

(b) Prove that 0 v LE 18 the consistent estimation of fy. Namely, 0 vLe — 0o in probablity.

(c) Prove the asymptotic normality for OniLp. Namely
V(e — 00) ~ N(0,17(6p))

where 1(6y) = " (6y).

2. (10% ) Let X4, -, X, be a random sample from the normal distribution with unknown mean p

and known variance o written as

flzlp) = \/%GXP {—(332%‘5)2} :

Prove that for testing the simple hypothesis Hy : i = pg versus H, : 1 = ju1, the likelihood ration
test is the uniformly most powerful (UMP) test. Namely, show the proof of the Neyman Pearson

Lemma.
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3. (30% Each 10%) Let X1, - - - , X, be arandom sample from the normal distribution with unknown

mean p and known variance o2 written as

flalp) = \/2;7&1) {—(332%‘2”2} :

(a) For testing Hy : 1 = pg versus H, : pu # o, does the uniformly most powerful (UMP) test

exist? Please explain in details.

(b) Given v = 0.05, find the likelihood ratio test for testing Hy : = g versus H, : i # fio.
Please show the decision function or decision rule based on reject region explicitly.

(c) Given a = 0.05, 110 = 60, n = 100, 0® = 1, and T = 65, find the 95% confidence interval.
Does the result using likelihood ratio test same as the result using the CI? Please explain in

details.

(Hint: Let Z be the standard normal random variable. We have IP(Z > 2.362) = 0.01, IP(Z >
1.96) = 0.025, IP(Z > 1.645) = 0.05, and IP(Z > 1.282) = 0.1)

4. (20% Each 5%) Let X, - -- , X,, be random samples driven by the Bernoulli distribution with the
probability of success 0 < 6 < 1.
(a) Find the maximum likelihood estimate.
(b) Is the maximum likelihood estimator sufficient? Prove or disprove it.
(c) Is the maximum likelihood estimator consistent? Prove or disprove it.
(d) Is the maximum likelihood estimator unbiased? Prove or disprove it.
5. (10% Each 5%) Let X;,---, X, be random samples driven by the Bernoulli distribution with

the probability of success §. Now, flip coin 10 times with two outcomes {H,T'}. Define H
means success. Given the data {TTTTTTTTTT?}, find the maximum likelihood estimate in the

following cases with restriction

@A 0<a<h<p<l

(b) Given 0 < v1 < 72 < 73 < 1, we only can choose 6 = 71, 0 = vy, or 6 = 3.

PREFT R R WS B
=2 " p

(Teacher’s Signature) (Date ) [ IR A

AL P AR R B Fgpi R R ORI ERATF (2d ARG R )
Remarks : For the convenience of reprinting please Write questions in black or blue-black ( but no red ) ink.



